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Homogeneous nucleation and growth in the critical three-dimensional Ising regime
of a binary polymer blend
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Phase separation in a binary blend of deutero-polystyrene and polyphenylmethylsiloxane was studied with
time-resolved light scatteringsmall-angle light scatteringor a nearly critical concentration at temperatures
between 0.2 and 2.6 K below thenodal It was shown by additional neutron small-angle scattering experi-
ments that all quenches end in theetastable regioni.e., in the gap between binodal and spinodalTgf
—Ts=4 K. A Ginzburg number of 0.480.14 was found much larger than in simple binary mixtures, indi-
cating that thermal concentration fluctuations are very strong and that the three-dime(@&X)riaing model
is valid. It was shown that strong thermal concentration fluctuations determine the phase separation, leading to
homogeneous nucleation and growth in the metastable region as proposed by|[BimgerRev. A29, 341
(1984]. Scattering patterns similar to those of spinodally decomposed structures were observed in a time
region of the intermediate and the late stage. Power laws were obtained for the time dependence of position
Q. (t) and intensityl ,(t) of the scattering maximum in the late stage. Furthermore, the data were analyzed
with scaling concepts based on the evolutionseff-similar structures. The time-dependent structure factor
scales in the range of=Q/Q,,<2 for all times in the late stage and all temperatures studied, following the
relation S(Q,t)=Q(t) "°F(x). But instead of the Euclidean dimensiah=3, an exponent ofl;=2.43
+0.05 was found. This is tentatively explained by a precipitation process where the compactness of the
domains decreases with time. In the range2 a second characteristic length was observed, namely, an
apparentinterface thicknesk = 7000+ 200 A independent of time and quench depth. This was interpreted by
a waviness of the interface separating the coarsening domains. Furthermore, scaling was also observed for the
position Q,(t) and intensityl ,,(t) of the scattering maximum with the appropriate values for the collective
diffusion coefficient and the correlation length in the two-phase region. Their values were determined by
photon correlation spectroscogi?CS9 and small-angle neutron scattering in the one-phase region by an
extrapolation into the two-phase region. Finally, by the PCS measurements an extra relaxation process with a
characteristic time from 0.1 to 1 sec was discovered, which was related to density fluctuations.
[S1063-651%97)08606-9

PACS numbd(s): 64.70.Ja, 64.60.Fr, 36.20c

I. INTRODUCTION especially convenient, since the corresponding characteristic
times can be controlled in a wide range by the degree of
The investigation of phase diagrams and demixing kinetpolymerization. According to the mean-field theory there ex-
ics in polymer blends has attracted great scientific interest iist different separation processes in the two-phase regime
theory and experimentl—4]. Polymer blends have many [see Fig. 19)]: in the metastable region, demixing occurs by
features in common with other systems such as metallic alnucleation and growth; an energy barrier has to be overcome
loys or mixtures of simple liquids, but they reveal typical by the formation of droplets, which coarsen at later times. In
qualitative differences. Like many mixtures, polymer blendsthe unstable region, phase separation is governed by spinodal
have a miscibility gap, where the binodal separates the hadecomposition. This process is characterized by unstable
mogeneous from the metastable and unstable regime. Amoncentration fluctuations with wavelengths above a critical
proaching the critical temperatufig, on top of the miscibil-  value. In its early stage, as long as fluctuations are small and
ity gap, strong concentration fluctuations appear. One of thaot interacting, they can be described by a generalization of
interesting features of these fluctuations was the observatiathe Cahn-Hilliard-Cook theory12,13. Its predictions were
that they follow the mean-field approximation far frolp  confirmed by many experiments, with typical features related
[5], whereas close td a transition to a three-dimensional to the macroscopic chain structure, such as a nonlocal On-
(3D) Ising behavior appeaf$,7]. The transition regime and sager coefficienf14], or the contribution of internal modes
the limiting cases of mean-field and Ising behavior are covof diffusion [15]. So far, for later stages of demixing the
ered by a general crossover functi@j. The transition tem- situation is not well understood and many aspects are still
peratureT* is characterized by the so-called Ginzburg num-unexplained4]. A scattering maximum appears that shifts to
ber Gi[9,10]. Gi=€e*=|T* —T.|/T* depends on the degree smaller Q values with increasing intensity [Q
of polymerizationN, but also on the packing density or more =4 sin(6/2)/\ with scattering angle& and wavelength of
generally on the entropic part of the Flory-Huggins param-ight or neutron\]. There exists a time regime, the late stage,
eter[11]. where the time-dependent structure fa@pQ,t) has scaling
The investigation of the demixing of polymer blends is properties. They indicate the evolution of self-similar struc-
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Beyond this scaling, fox>2 the introduction of a second

a) mean- characteristic length was necessary. It was identified as the
eritical point field “interface” thickness of the domaink [20], which should

be proportional to the critical correlation lendthl]. How-

ever, in most experiments the second length was much larger

than predicted3,20].

In our experimental work we studied the blend of deutero-
polystyrene and polyphenylmethylsiloxan@-PS/PPM$
binodal both with a molecular volume o¥=4300 cni/mol. We
used small-angle neutron scatter@®ANS) and photon cor-
relation spectroscop§PC9 for the investigation of the equi-
librium properties. The nonequilibrium properties were stud-
ied by quenches from the one- into the two-phase region
with time-resolved small-angle light scatterig@ALS). We
will mainly deal with three questiondi) the influence of
thermal concentration fluctuations on demixing after the
quenches(ii) the phase separation during its later stages, in
order to investigate the scaling behavior and, in particular,
the determination of the dimensionalityfrom Eq. (1) and
deviations fromd=3; and (iii) the “second” length scale

classical nucleation mean- and its relation to the interface thickness.
adgrowh field Our quenches end in the metastable regime as shown by
, combining different scattering techniques. By the determina-
deamption tion of the Ginzburg number Gi we will show that strong

classical nucleation
and growth

spinodal

spinodal
decomposition

unstable

critical point  non-linear spinodal
homogeneous nucleation decomposition

and growth / field

IITITILLS
RS RRRLLLLR AN
L AHIRRRRIKELKK
potoa I sdededeteletvtotetet
< e o o otsreseesesels
S L RIRIRRIIL L
%.: HXRRRRRLILE
%

%

5 Q 0
SRS X ’o,:' %5
O S IR %5
50550 2O RRLIRIRRIRK LI HRLHKS
SIS \w'%,oo,o,o,o.o,o,o.o,o,

mean-

Temperature

‘0

concentration fluctuations exist in a wide temperature range.
This will be discussed in the context of homogeneous nucle-
ation, which occurs in the shaded region of Figb)l as
0 ' | proposed by Bindef22]. According to the Ginzburg crite-
Concentration rion the amplitude of the concentration fluctuations becomes
comparable to the difference of the concentrations deter-
FIG. 1. Phase diagram for a binary mixture in mean-field ap-mined by the binodal. Thus, contrary to the classical case,
proximation (a). The binodal separates the stable one-phase fronfiucleation is much easier, because many small droplets can
the two-phase region, which is separated in the metastable and ugfow simultaneously in the sample. In particular, the spin-
stable regions by the spinodal. Two different phase separation pra@dal loses its physical significance, and, seemingly, homoge-
cesses occur in the two-phase region, the classical nucleation amkous nucleation cannot be distinguished experimentally
growth in the metastable regime and the spinodal decomposition ifrom spinodal decomposition. Consequently, we analyze our
the unstable regime. The phase diagram becomes more complexdhta with the scaling concepts of spinodal decomposition and
one takes the 3D Ising regime into consideratibn In the shaded use its terminology. But, in contrast to the mean-field case
two-phase region the phase separation is described as a transitige “early stage” of spinodal decomposition does not appear

from homogeneous nucleation and growth to nonlinear spinodat all in the Ising regime because of the large fluctuations.
decomposition by strong fluctuatioh22]. In this regime, the spin-

odal loses its physical significance though it can be formally found
by extrapolation from the one-phase region.

Il. THEORETICAL CONCEPTS

A. Equilibrium properties and static structure factor
tures. In particularS(Q,t) scales with a characteristic length
Q;l(t), the inverse of the maximum position. It leads to the
dynamical scaling hypothesj46]

In the mean-field regime of the one-phase region, the
static structure facto(Q) of binary polymer blends is de-
scribed by the random phase approximat{&®A) [1] to be

S(Q,t)=Qu(t) F(x), (1) S HQ)=S/"Q)+S,(Q)—2r ()

with a time-independent normalized structure fadtqix),  With the structure factor§;, i=1,2, for the polymer species
with x=0Q/Q,,(t), and the Euclidean dimensiah=3. This 1 and 2,

behavior was confirmed in many experimental studies, and

we refer to the detailed monographs of Hashimi@band S(Q)=2dV{y—1+exp —y)}/y>. 3
Binder[4]. However, this exponent was controversially dis-

cussed for the blend of polystyrene and polyphenylmethylsiThe generalized Flory-Huggins interaction paramétés a
loxane (PS/PPM$. Nojima et al. obtainedd;=2.38+0.48 free energy in units oRT (R gas constamt namely, I
for various off-critical quenches ardi=2.77+0.3 for criti-  =I'y/T—-T',, with I'y, andI',, the enthalpic and entropic
cal quencheg17]. In contrast to these results, Takahashiterm, respectively4]. It is a segmental quantity; i.e., it does
et al.[18] as well as Kuwaharat al. [19] reportedd=3, as  not depend on the degree of polymerizatihin @ is the
expected. concentrationy; is the molecular volume of one of the chain
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components, anyi:QzRS is related to the momentum trans- quantitiese= /Gi and As.(o):GiS(o)/C,\,IF where Gi is the
fer Q and the radius of gyratiolRy. Equation(3) is the  Ginzburg parameter. It is developed from arexpansion
Debye function for a Gaussian coil. For the limiting casebased on renormalization-group analysis, and yields Gi and

QRy=1 one obtains the Zimm approximation Cwe as fit parameters. The Ginzburg number Gi is defined as
. . 5 the reduced temperatueg =(T* —T.)/T* at which the de-
SH(Q)=S"(0)+AQ (4)  viation of the data from the Ising mod¢Eq. (10)] ap-

proaches 10%Cyr=112(T";+T,)] is expressed by the en-

with the inverse forward scattering tropic part of the Flory-Huggins parametEy, and its value

1 at the critical pointl’., which is related to the entropy of
-1 — _ _ _ .. .
S 0) [val + (1—<D)V2] 2I'=2(I's-T'). (5 mixing and proportional to N [Eq. (5)].
The slopeA depends on the conformations B. Dynamical structure factor
2 2 The relaxation of concentration fluctuations in the one-
A= l Ryt n Ry 6) phase region close to the equilibrium valés described by
3 1PV, (1-D)V,)° the dynamical structure fact)23,24]
I's is the Flory-Huggins parameter at the spinodal tempera- Sy(Q,1)=S(Q)exp( —t/7). (12

ture. It is determined by the molecular volumes and the con- S ) ) o _
centration. For similar chains witRy ;~Rg, and V,;~V, The relaxation timer is related to the interdiffusion coeffi-

this yields cientD. according to

S H0)=[®(1-P)V] 1-2I' and r1=D.Q% (13)

- — Equation(13) is valid in the hydrodynamic regim@®&<1.
_p2 _
A=RY/[3P(1-P)V]. @) Close to the critical point we can rea@¢>1 and a regime

R is the mean val f the radi f avration avicth exists where mode coupling corrections have to be consid-
g IS the mean value of the radius of gyration aWdne g0 q 5 particular, a transition fro®? to Q3 behavior is

mean molecular volume. The inverse forward scattering is ?heoretically predicted and confirmed experimentdg]
susceptibility, connected to thermodynamics by the relat'onNegIecting mode coupling effects in the 3D Ising regime the

S1(0)=d%(AG/RT)/9®2. (8) temperature dependence of the diffusion coefficient reads
The inverse of Eq(4) is the Ornstein-Zernike formula Dc=€"Doexp(—Ea/RT), (14
S(Q)=S(0)/(1+ £2Q?) (9) with y=1.24. The Arrhenius form for the kinetic factor is

multiplied with thee” term which follows the usual critical
with the correlation lengttt=\/AS(0). In the asymptotic slowing down of the interdiffusion process in the vicinity of
regimes near and far from the critical point, the temperaturdhe critical temperatur&.. E, is the activation energy as-
dependence of forward scattering and correlation length arguming the diffusion is caused by a thermally activated pro-

given by simple scaling laws cess. The slowing down near the glass transition temperature
T¢ was neglected because our blend was always far from
S(0)=Ce 7, &=¢&oe 7, (10 Ts.

respectively, with the reduced temperatere| T—T|/T and
the critical temperaturd,. Far from the critical point the _
extrapolated mean-field critical temperaturd@}¥ , the criti- After a temperature quench from the thermodynamically
cal amplitudes ar€,,- and &y, and the critical exponents stable one-phase into the unstable two-phase and mean-field

arey=1 andv=0.5. In the region close to the critical point "€91oN, the system decomposes. The corresponding equilib-

the fluctuations grow and are mutually correlated. In the unifilUm concentrations are determined by the binodal. If the

versality class of the three-dimensioriaD) Ising model one sample is quenched into the metastable regime, phase sepa-

gets the critical temperaturé;, the critical exponentsy ration ?[Cctl.ﬂs ft|3y tnutt:_leauor; t?\nd ngt?; ?.g.,hthe ';hermal
~1.24, »=0.63, and the critical amplitude< ¢, . concentration fluctuations of the concentration have to over-

Whereas the scaling laws in E(LO) are only valid in the come a barrierl before becoming unstablg and driving thg
asymptotic regions, the following general crossover functiorPhase separation. On the other hand, if the sample is

C. Phase decomposition

[8] holds: guenched into the unstable regime the phase decomposition
occurs by the growth of the unstable long-wavelength

g:(1+2_33:}5(0)wy)(7—1)m modes. This is the process of spinodal decomposition. Its

time evolution can be tentatively classified into three regimes

x{é‘ L0)+[1+ 2_33:%(0)A/7]—7/A}_ (12) [3]. In the early stage the concentration fluctuations are small

and uncorrelated. They are described analytically by the lin-
It approximates the susceptibility over the whole one-phasear Cahn-Hilliard-Cook theory. There is a maximum growth
regime including the asymptotic mean-field and 3D Isingrate of concentration fluctuations at a constant wave number
regimes. Equatiofill) is a universal function with the scaled Q,,=2#/A,,. For small times the unstable fluctuation



7270 G. MULLER, D. SCHWAHN, AND T. SPRINGER 55

modes grow exponentially with time. In the intermediate and=2 [27] as well an=4 [28,29. F(x) in Eq.(17) is normal-
late stages the concentration fluctuations interact with eacfeq toF(1)=1. The concentratiod=0.16 is the limit of
other and are described by a nonlinear equation where ngercolation[27]. This scaling function is applied to interpret
analytic expression exists. In a more sophisticated picturg,r data.
[26] a fourth time regime was proposed, namely, the transi-

tion stage between intermediate and late stages, called the

. . E. Scali f ds
final stage in that paper. caling ofQ, and Sy,

During the time evolution of the spinodal decomposition
D. Scaling concepts in phase separation in the intermediate and late stages, the position of the scat-
. . . _tering maximumQ,,, shifts to smaller values, and the peak
In scattering experiments the domain structure and 't?*ntensitysm(t)ES(Qm(t),t) increases. The decrease @f,
time evolution are measured by the time-resolved stati¢s rajated to coarsening, whereas the increas®, a6 related
structure factorS(Q,t). The domain structure in the late (; e increase of® and to the coarsening of the domains as
stage of spinodal decomposition is supposed to be charactgfzo|| The time evolution ofQ,(t) and S,(t) is approxi-
ized as an evolution of a self-similar structure. Therefore, itmately described by power laws according to
is possible to describe the decomposition process by a scal-
ing function that only depends on a single characteristic Qm(t)oct™ W and S (t)«=thAY, (18
length, which depends on time. It should become indepen-
dent of system properties such as the molecular volmne The exponentsr and 8 depend on the different coarsening
and the quench deptAT. Thus S(Q,t) should follow a mechanisms during decomposition. Therefore they can
master curve if scaled with the characteristic length of thechange with time in going from one regime to another.
decomposition process. This length is identified with the in-Eliminatingt one gets from Eq(18)
verse wave number of the intensity maxim@p,(t) ! lead-

ing to Eq.(1). The time-independent structure fack(x) is Snx Q¥ 19
proportional to the mean square deviation of the concentra-
tion from its mean valua: For the late stage this leads to the relations®ip=d from
Eqg. (1), i.e.,d=3 in the case of compact structures. During
F(X)oxc{ 5D?). (15  the intermediate stage the exponentsand 3 lead to 8/«

. . ) >d. The underlying reason is the time-dependent growth of
F(x) grows during the early and intermediate stages of phasg,e gjfference of concentratiod in both phases.
separation. In the intermediate stage the mean concentrations oy the quantitiesQ,(t) and S,,(t) one also obtains a
of the developing domains change until they reach their equim,asier curve with the same arguments asS(®,t), pro-
librium values®’ and®” on the binodal, and we introduce ;ideq that these quantities and the time are scaled with the

AP=®’'—®" (Fig. 1). From then onF(x) stays constant cq|iective diffusion coefficient and the correlation length.
during the late stage. Thus a time-independent scaling funerpis |eads td30]

tion F(x) indicates the beginning of the late stage.

Another criterion to identify this time regime is the inte- Q_m(HZ\QQm(t)f(T), gm(ﬁ: 2v2E3(T)S (1),
grated square of the order parameter. It is proportional to the
second moment of the scattered intensity T=t. D./(2£2) (20)

Q*<5q>2(t)>Q2oncfQ* S(Q,)Q%dQ (16  and yields the dimensionless quantit@s,(t). Sy(t), and
0 0 the reduced time. The plots ofQ,(t) and Sy(t) are sup-
posed to follow a master curve independent of the polymer

with an upper integration limiQ* determined by the experi properties and temperatufg.

ment. Plotting the second moment versus t[fag. (16)] the
beginning of the late stage is characterized by the inset of a
plateau. This also indicates that the thermal concentration F- Other characteristic length scales: “Local properties™
fluctuations of concentration on length scales equal to or of the domain interface
smaller than 19* reach equilibrium. On the other hand in-  The basic assumption of scaling during the late stage of
tegration of Eq(16) to Q—c would include scattering from spinodal decomposition is that the precipitated domain struc-
concentration fluctuations for all length scales, and thereforure is self-similar and characterized by a single length scale.
the second moment would be constant for all times and prothere are, however, other characteristic lengths in the system
portional to®(1—®). that determine what we call “local” properties. These are
The scaling function normalized for different quench tem-essentially the thickness or an eventual waviness of the do-
peraturesT; according toF<F/[§"(8®2)dQ can be ap- main interface. There are other scales as the correlation

proximated by[27] length of thermal concentration fluctuations and the dimen-
o sion of the coil, i.e., its radius of gyration and statistical
F(x)=x"(1+ p/n)/(p/n+x"*7) 17 segment length, which are beyond the acces€jblange of

our spectrometer, and which are not considered for the mo-
with 2<n=<4, »=d+1 for #<0.16 andyp=2d for ® ment. Scaling by a single length is observed if the domain
>0.16. So far, no conclusive and general derivation forsize is of the order ofum and much larger than the other
F(x) exists. For smalk theoretical predictions exist with  lengths which are typically of the order of 100 A.
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TABLE I. Characteristic properties of the componedt®S and

PPMS.
d-PS PPMS
p (glent) 1.130 1.143
- m (g/mol) 112 136
X Q (cnmol) 99.1 119
B M,y (g/mol) 4900 4900
%E Vy (cmé/mol) 4340 4290
= u 1.04 1.08
N 44 36
Te (°C) 76 —26
-04 0.0 0.4 038 Ill. EXPERIMENTAL SECTION
log,, x

A. Sample preparations

FIG. 2. Schematic picture of the scaled structure fa&t(x) The blend of deuterated polystyre(d}F_’_S and po_lyphe-
versus the scaled scattering vecior Q/Q,, in the late stage of NYlmethylethe(PPMS shows an upper critical solution tem-
spinodal decomposition. The curvature of the function for2 ~ perature (UCST), which means that it is homogeneously
deviating from Porod’s law is caused by the domain interface, withmixed at high temperatures and phase separated at low tem-
a second characteristic length. peratures. Tha-PS polymer was purchased from Polymer

Science Standard$SS in Mainz and the PPMS polymer-

Therefore, in order to reveal these local properties experiized at the Max-Planck-Institute for Polymer Research in
ments have to be performed at larg@r values. ForQ Mainz. Both were synthesized by anionic polymerization.
>20Q,, (i.e., x>2) one expects the validity of Porod's law The molecular weight was determined by gel permeation
[20] chromatography with a value dfl,,=4900 g/mol and a

4 22 polydispersity better than=1.1 defined as the ratio of the
S(Q.H=PMQ "exd — ()" Q*/27] (22) weight and number averaged molecular weightg, and
M, , respectively. The characteristic parameters are summa-
with the interface thickneds and Porod's constat, which  rized in Table I. A sample of nearly critical composition,
is proportional to the surface of the domains per volumenamely®, p<=0.51, was mixed for 30 min at a temperature
element. Equationi21) leads to Porod’s scattering law for a petween 100°C and 120°C. A homogeneously mixed
negligible interface thicknesd,Q<1). In equilibrium and = sample was obtained, as confirmed by SANS experiments.
in the mean-field approximation the interface thickness isrne preparation was carried out under air because the rela-
related to the correlation length of the thermal concentratloqive|y short chains of our sample do not react with oxygen
fluctuations{21] and water up to 170 °C. For the SANS experiments sample
material of 1-mm thickness was filled into a containment,
[, =2v2&(T). (22 which had a 1-mm niobium back window and a front win-
dow of 2-mm boron-free quartz glass. For the SALS experi-
ments optical pure quartz glagsuprasil was used from
Hellma in Mthlheim/Baden. The cell had a 22-mm inner
diameter and 1-mm thick front and back windows. The
- - samples were 0.1 and 0.01 mm thick. For the PCS experi-
F(x)=Px~%exp( - ?x%/2m) (23)  ments, another procedure was required to sufficiently reduce
parasitic light scattering from impurities. After dissolving the

: : & - lymer mixture in benzene it was purified by filtering sev-
with the normalized Porod constaRt= Qp(t) @~ #P(t) and POV . P :
the normalized interface thickneds=1,(1)Q,(t). Thus, eral times. Then the solution was filled into a 10-mm-thick

combining the scaling functions of E6L7) (x< 2) together ](c;yllndr|pal cell and freeze dried. Afterwards the cell was
: . ) illed with argon and molten off.
with Eg. (23) (x>2) one gets a scaling function for
S(Q,t) for a largerQ or x range, describing the time evolu-
tion of the domains including the properties at their interface.
This scaling function is depicted in Fig. 2. F(x) follows a The SANS experiments were performed with the small-
master curve also for>2, the second length of the domain angle neutron diffractometer at the Risational Laboratory
structure is negligibly small or it follows the time law of the in Denmark. The entrance slit was a square of f.cfine
domain size itself. Finally, it has to be mentioned that theneutron wavelengthfo7 A was selected with a mechanical
above discussed formalism of scaling does not include scaselector having a resolution adfA/A=0.18. The distance
tering from the thermal concentration fluctuations inside thebetween sample and area sensitive detector was 6 m. The
domains because they are not visible in Qurange. resulting range of scattering vectors was i "1<Q

From Eg.(21) one obtains the scaling function for>2,
namely,

B. Small-angle neutron scattering
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<4x10 2 A1 with Q=47 sin(@2)/\x. The temperature 12 —
control system provided a stability better than 0.1 K. TRy e R, = 2000 A
The scattering curves were corrected for background and —— R, =2400 A ]

inhomogeneous detector efficiency. Corrections for incoher- 10
ent and multiple scattering were not necessary. The data
were calibrated in absolute units with a vanadium-calibrated
Lupolen standard. The structure fac&(iQ) was then calcu-
lated from the macroscopic cross sectidB/d{) with the
relation

[=<]
T
W

I [arb. units]

@)
T

K [arb. units]

dx
SQ=gq (Q)(Na/AP?). (24

2 4 6 8
Ap is the difference of the coherent scattering length densi- Qo A%
ties between the blend components, ahis the Avogadro 40 ' é : 4'1 ' é e
number.

QIrio*A™Y

C. Photon correlation spectroscopy
. FIG. 3. Characteristic reemission-efficiency of the SALS spec-
The PCS experiments were performed at the Max-Planckgometer screen. The intensityof an aqueous solution of latex

Institute for Polymer Research in Mainz. The intensity—time—spheres with a concentratiap=6.2x 10°° is plotted vs the scat-
correlation functiorG(Q,t) was measured at a fixed angle of tering vectorQ (circles. The fitted form factor of the spheres with
6=90°. The light source was a Neodym-YAG laser operat-r,=2400 A (full line) is compared with the calculation for the
ing at A\=533 nm, which yieldsQ=2.6x10"3A"1 at &  actual radiusR,= 2000 A (dashed ling The ratio of both leads to a
=90° with Q=41n sin(@/2)/\ (n is the refractive index of correction factor for the efficiencginsed.

the mediunm. A temperature stability better than 0.5 K was

achieved by a metal heater. The normalized dynamical strugzansmission was found between 0.85 and 1. Parasitic scat-

ture factorg(Q,t)=S4(Q,1)/S(Q) [31] is evaluated from (ering came from the heating windows, the sample cell, and

G(Q.t) if measured under homodyne conditions by dust and was measured at high temperatures with the sample
G(Q,0)=(1(Q)X(L+fa2|g(Q,)|?). (25) in its mixed state. The scattering from thermal concentration

fluctuations was negligible. Thirdly, the resulting raw data
; ; ; ted for effects due to the scattering geometry
S4(Q.t) and S(Q) are the respective dynamical and static WE'® corrected |
structure factors already introduced, afidQ)) is the time [33], e.g., the distance betwe.e” the flat_screen an_d the
average of the scattered light intensity. The numbés an ~ SamPple depends on the scattering arggle/hich results in a
instrumental factora is known from the fraction of the total

correction for ther “2 decrease of the scattered intensity.
scattered intensity(Q) which belongs to a selected relax- Fourthly, the reemitted intensity was corrected for the aniso-
ation process. Corrections for multiple scattering were no

fropic reemission probabilities of the screen, which depend
necessary under the present experimental conditions. on the angles of incidence and emission. This correction fac-

tor was determined by a calibration of the screen using an
) ) agueous solution of latex sphef@g]. For a sphere radius of
D. Small-angle light scattering R.=2000A and a volume fraction o=6.2<10° the

The time-resolved light scattering experiments were alsscattering lawS(Q) is theoretically described by the form
performed at the Max-Planck-Institute for Polymer Researchactor of spheres. In Fig. 3 the measured intensity of the
in Mainz. The light of a He-Ne laser with=633 nm(Q  aqueous solutioricircles is compared with the theoretical
range 104 A 1<Q<7x10 % A1) passes a metal heater form factor(dashed ling Interparticle effects were shown to
(temperature stability better than 0.05 End then hits the be negligible. The full line is a fit with the form factor using
sample. The scattered light falls onto a scattering screea larger radiufRs=2400 A. Dividing both theoretical curves
made of frosted glass and, after reemission, was recorded bye achieved the correction factor for the anisotropic reemis-
the position-sensitive CCItharge coupled devigeletector  sion, which is plotted as the inset in Fig. 3. It amounts up to
of a video camera. The primary beam passes the screel®% for largeQ values. We should remark that the calibra-
through a hole and is reflected into a photodiode to detertion could also be used to get the scattered intensity in abso-
mine instantaneously the transmission. Intensities varying ufute units, i.e., the calibrated cross secti®/d(} in units
to four decades could be detected by using different diatl/cm) [32]. Finally, the data were multiplied with empirical
phragm diameters. conversion factors accounting for different diaphragm diam-

We have to apply several corrections for the data reduceters. To demonstrate the influence of all applied corrections
tion: first, after radial averaging the detected intensity waone data set before and after correction is plotted in Fig. 4. It
corrected for the deadtime of the CCD detector, which led taccan be seen that the corrections lead to smaller intensity val-
a correction factor depending linearly on the counted intenues for lowQ values mainly because of the background sub-
sity [32] and gave a 40% correction for the highest intensity.traction whereas one gets larger values at highisrdue to
Secondly, the parasitic scattering times the transmission cdhe geometrical and screen corrections. These corrections are
efficient was subtracted from the scattered intensity. Thevery important. Even the value @, is shifted by them.
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FIG. 4. Intensityl of an arbitrary data set measured with SALS
vs scattering vectof) before (diamond$ and after(circles data
reduction includes also the correction for parasitic scattering at
smallQ values. For large® the scattering geometry and the screen
efficiency are dominating according to the results in Fig. 3.

IV. RESULTS AND DISCUSSIONS

A. Equilibrium structure factor, phase boundaries,
and Ginzburg number from SANS

Figure 5a) shows the equilibrium structure fact&Q)
in a Zimm representation for different temperatufesTg in
the one-phase region measured with SANS. The data follow
the theoretical least-square fit of Hg) for all temperatures. . . )
Figure 8b) is a plot of the structure factor for temperatures 0.0 25 5.0 75 10.0
T<Tg in the two-phase region after phase separation. At 2 420
large Q the scattering data follow a straight line as in the (b) Q" [107 A™]
one-phase region. They represent the equilibrium thermal
concentration fluctuations in the domains. Their intensity de- FIG. 5. (&) The structure factoB(Q) measured with SANS and
creases for lower temperatures because the distance fropiptted in a Zimm representation for various temperatlred g in
T. increases. At smalQ a deviation from the theoretical the one-phase region. The full lines are least-square fits with Eq.
straight lines is observed, which increases for lower temperd4)- (b) Various data sets in the same representatiorTtafTg in
tures. The very high intensity in th@ range results from the the metastable regime. The fuI_I Iines_ fit_ted with E4). describe the
scattering by the phase-separated domains. This indicaté’%e.rmal congentratlon flulctuatlons |nS|dQ Fhe phase s.eparated do-
that the quench temperature reaches the two-phase region'B ins. Additional scattgrmg of the precipitated domains _Iegds to
the phase diagram. Thus one can distinguish between trpéawatlons from the solid lines for smaﬂl values. The statistical
one- and the two-phase region with SANS, and we obtairfm™" bars are always less than the size of the symbols.
dlrler? t:gll(;hz ?flgogearln:)eer?zgﬁznéreepzﬁae(r}czeg .(?;: t?1e5 )in\’%rse for§trong thermal concentration fluctugtions. Previous S.ANS re-
ward scatteringS (0) is plotted in scaled quantitig€Eq. sults on the same systg [84] conf|rm'(.ad.that even n the
(11)] for T>Te. The full lne represents the least-square it e scraoreraics domans, the equilbriu fluctuations are
?gr;gir;:&s;os\leffg%ioaﬁ.lig_o (él)%hﬂg!dt'ﬁg éTNSSpg]fs earli- _ The correlation lengtlg evaluated from Eq(g) is plotted
ments show that the blend is slightbjf the critical concen- n F|g. 7 versus t_he reduced t_empgra?ure in a double loga-

rithmic scale. A linear regression fit gives =9.0+0.1 A

tration. The width of the metastable region, i.e., the gap be: " - .
tween binodal and spinodal is determined toM58, = (T and the critical exponent=0.633+0.003, as predicted by

CTo=4K. the 3D Ising model in Eq(10).

Obviously, the quenches penetrate deeply into the Ising
regime; even for temperaturésT=(T—Tg)=50 K we still
find e= e/Gi<1. The Ginzburg number Gi0.48+0.14 ob-
tained from the fit in Fig. 6 is much larger than for simple  Photon correlation spectroscopy was used to determine
liquids (Gi=10"?). This underlines that our system follows the collective diffusion coefficier . of the mixture for vari-
the 3D Ising model over a wide temperature range, leading tous temperaturet>Tg. In Fig. 8 four exemplary spectra of

SHQ) [10* mol cm ™)

B. Diffusion coefficient and an “extra” slow
relaxation process
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FIG. 6. Rescaled inverse forward scatterfBlgl(O) vs rescaled
reduced temperaturein a double logarithmic scale. The full line is
a fit with the crossover function of Belyakov and Kisel). All
data are taken deep in the Ising reginge<(1). The resulting Ginz-
burg number G# 0.48+ 0.14 is much larger than for simple liquids.

the normalized dynamical structure fac®y(Q,t)/S(Q) are

depicted versus time in a semilogarithmic scale. The steep

decrease of the correlation functiontat10~2 s is related to
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FIG. 8. Normalized dynamic structure factSg(Q,t)/S(Q) vs
timet in a semilogarithmic plot for different temperaturésn the
one-phase region measured with PCS. The step is caused by the
concentration fluctuations. A second and very slow relaxation pro-
cess appears for higher temperatures. The full lines are least-square
fits with Eq.(12) supplemented by an additional exponential for the
slow relaxation process. Various shift factors are used for better
representation.

the relaxation process of the concentration fluctuations. Sudiffusive Q® behavior Q¢>1). To measure at differer@
prisingly, an additional very slow relaxation process is ob-values or scattering angles we had to use another spectrom-
served in a time region of about 0.1 s for temperatureter, which, unfortunately, provided only temperatures up to
152 °C and 199 °C. This will be discussed at the end of thisl40 °C. Therefore, we prepared another mixture of the same
section. The full lines in Fig. 8 were obtained by fitting Eq. blend with slightly smaller molecular weight in order to shift

(12) and adding a second exponential.

the spinodal to lower temperatures. The PCS experiments for

The diffusion coefficient was then calculated according tofhis mixture were performed at scattering angles between
Eq. (13) because mode coupling effects can be neglected? =30° and 150° in the one-phase region. Plotting the in-

This was proven by determining the temperature where th¥erse relaxation time~* versusQ in a double logarithmic

relaxation times show a transition from ti@¥ dependence
of Eq. (13) in the hydrodynamic regime{é<1), to a non-

200

100 - .

¢[A)

v=(0.633+0.003)

30 Luws
0.01

0.1

0.2
€

FIG. 7. Double logarithmic plot of the correlation lengghvs
the reduced temperatueein the homogeneous regioh>Tg . Fit-
ting the data with Eq(10) gives the correct critical exponemt
=0.633+0.003 for the 3D Ising model.

scale we determined the exponemt according tor !

=DQ*". A deviation from theQ? dependence was only
detected fod T=(T—Tg) <9 K above the spinodal. Only in
this temperature range mode coupling corrections had to be
considered. Therefore, for temperatute§=9 K the diffu-
sion coefficient could be reliably calculated from E3).
The results for this mixture were also valid for the original
blend because their critical amplitudés differ only by 0.1
A, which was confirmed by SANS experiments. In Fig. 9 the
collective diffusion coefficient, calculated from E(L3), is
plotted in a semilogarithmic scale versus the inverse tem-
perature. The full line is a least-square fit of Etg) yielding
an activation energy dE =43+ 3 kd/mol. Approaching the
spinodal, the deviation oD from the Arrhenius straight
line (dashedl reveals the increasing influence of the thermo-
dynamic factor in Eq(14) leading to the well-known critical
slowing down. An additional slowing down that might ap-
pear approaching the glass transition temperaldgravas not
observed.(Tg of the blend was between 120 and 200 K
below the experimental temperatupeBrevious SANS ex-
periments confirmed that an Arrhenius behavior of the diffu-
sion was still valid even 50 K above the glass transition for
an isotopic mixture of polystyrene5].

Finally, we discuss the unexpected additional relaxation
process. In blends, slow processes with relaxation times of
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C. Late stage of spinodal decomposition

10
0 : The experiments to investigate the decomposition pro-
cesses were performed with time-resolved small-angle light
scattering. Before starting the actual quench experiments we
determined the boundary between the one- and two-phase
region by neutron scattering experimerigge Sec. IV A
Phase separation first appeared at the cloud-point tempera-
ture T,=116.8 °C whereas the blend was still homoge-
neously mixed at a temperature 0.1 K abdyg. The scat-
tered intensity did not change even after 4 h. Previous
experiments on the same blend with slightly different mo-
lecular weight confirmed that the cloud-point temperature
T, as determined by light-transmission measurements, can
107 ) . ) : be identified with the binodal temperatufg, as determined
2.0 22 2.4 2.6 by SANS. Both methods were applied on the same sample in
T! [10_3 K'I] thg same sample_cell and und_er the same experimental con-
- ditions allowing direct comparisof89]. We were sure that
our quenches started above the binodal temperafigre
Small differences of the absolute values of our binodal tem-
eratures measured by SANS and SALS are due to the dif-
erent experimental setup40].
The samples were rapidly cooled from an equilibrium
state in the one-phase region down to a “final” temperature
T within the two-phase region with quench depth3g
seconds were already observed by several groups. It seemsr,— T, between 0.2 and 2.6 K. From the SANS experi-
that these slow processes are generally related to densifents(see Sec. IV Awe know that the gap between binodal
fluctuations. In glass-forming liquids a slow relaxation pro- gng spinodal is Tg—Ts)=4 K. So we conclude that all
cess was observed near the glass transifigrand related to  quenches ended in the metastable regime. Furthermore, from
so-called density “clusters{36]. However, the glass transi- the large Ginzburg number we learn that the thermal concen-
tion temperature for our mixture is about 200 K below thetration fluctuations are very Strong: their amp"tu@ is
experimental temperature, as discussed in the last section. 8Qpected to approach the difference of the coexistence con-
we conclude that the observed slow processes in Fig. 8 havgntrations, i.e. Ad=®'—®". In this region[shaded in
nothing to do with the glass transition. Two publications re-fFig. 1(b)], the fluctuations are strong enough to overcome the
port such a slow process in binary polymer mixtures: in amarrier of the classical heterogeneous nucleation. This leads
asymmetric critical mixture of low molecular polystyrene to spontaneous formation of many droplets everywhere in
and polybutadien Haiet al. [37] discovered such a process the system, and, consequently, to homogeneous nucleation
at different scattering angles and temperatures with timend growth, as predicted by Bind¢22]. So, due to the
scales as observed by us. These authors relate the slow prgrong thermal concentration fluctuations, the spinodal as ex-
cess to the “Fisher renormalized” critical behavior, which trapo]ated fror‘nsfl(Q:O) looses its physica| meaning for
occurs if a third component is present in the system anghe nonequilibrium properties in the region close to the top
starts to fluctuate. It is plausible to relate the observed slowf the miscibility gap. However, we still apply the terminol-
proceSS to such density ﬂUCtuationS, associated with the fr%y and theoretical Concepts deve'oped for the late Stages of
volume or loose packing of the blend. A slow process wasspinodal decomposition.
also observed by Meiaat al.[38] in the same blend as used Figures 10 and 11 show the scattered intens{,t)
in our work, but with slightly different molecular weight and yersys the scattering vect® for the shallowest and the
at temperatures closer to the glass transition temperature. Alleepest quenches. In both figures a scattering maximum ap-
evaluated equilibrium properties of the mixture are SUmMMapears that shifts to smallé® values with increasing time.

10'E

D, [10"em’s™]

FIG. 9. Collective diffusion coefficienD vs inverse tempera-
ture T~ for T>Tg. The full line is a fit with Eq.(14). The critical
slowing down appears as a curvature deviating from the dashe
Arrhenius line. The extrapolation to the spinodal temperallyés
shown by the dotted line.

rized in Table II. For the deeper quench the experimen@alwindow was
passed 20 times faster and with a five times higher intensity.
TABLE Il. Experimental equilibrium results of the The positionQy(t) of the scattering maximum and the maxi-
d-PS/PPMS blend determined by SANS and PCS. mum intensityl ,(t) are plotted versus time in Figs. 12 and
13 in a double logarithmic scale.
Tg (°C) 123.5-0.5 The transition from the intermediate to the late stage is
Ts (°C) 119.5+0.1 sketched by the dashed line. The exact transition titpes
ATy (K) 4 were obtained from the time evolution of the mean square
Gi 0.48+0.14 deviation of the concentrations, evaluated from the second
I 9.0+0.1 moment of the scattered intensfgg. (16)]. Typical data are
v 0.633+0.003 plotted in Fig. 14 forATg=0.4 K. A plateau clearly appears
Ex (kd/mo)) 43+3 after a timet, when the concentrations have reached their

equilibrium value determined by the binodal. This indicates
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FIG. 10. Intensityl vs Q for the shallowest quenciATg FIG. 12. Double logarithmic plot of the positio®,, of the
=0.2 K measured with SALS. The maximum grows and shifts toscattering maximum versus time for different quench temperatures.
smallerQ values with increasing time. The dashed line indicates the timgsfor the transition from the

o . intermediate to the late stag®,, follows a simple power law in the
the beginning of the late stage of decomposition. The exporte stage whose exponents are obtained from the straight lines.

nentsa andBin Eq. (18) were obtained from the slope of the

fitted straight lines in Figs. 12 and 13. Only a weak timeresult is not influenced by the relatively small sample thick-

dependence of the exponents follows from a slight curvatur@ess or by wall effects. For different temperatures and

of the lines. Botha andﬁ increase with ianeaSing quenCh Samp]e thicknesses the values of the exponénm’e sum-

depthATg. In Fig. 151, is plotted versu®),, in a double  marized in Table III.

Iogarithmic scale. According to qug) the data follow a Quench-depth-dependent values forand B were also

straight line whose slope givgd a. In Fig. 16 the exponents  found by Hashimotet al.[42] for a high molecular mixture

B and g/« are plotted versus the quench deptfig. Con-  of PS/PVME with critical concentration, and by Takahashi

trary to « and g their ratio 3/ a is independent of the quench et al. [18] for a noncritical mixture of PS/PPMS. On the

depth. Surprisingly, we ged;=/a=2.43+0.05, which is  other hand, Izumitangt al.[43] and both Nojimaet al.[17]

smaller than the expected value, namely, the Euclidean diand Kuwaharat al.[19] got constant values af and 3 for

mensiond=3, as predicted by Eq1). This observation will the high molecular SBR/PB[poly(styrene-r-butadiene

be further discussed later in the context of the scaling prop¢SBR)/polybutadiengPB)] and low molecular PS/PPMS.

erties ofF(x). The sample thickness in these measurements

was 10um. Results for a sample with a larger thickness of D. Scaling ofQ,, and I ,

100 um are plotted in Fig. 1&full symbolg. The exponents _ . .

for both samples agree very well. This demonstrates that our Qm(t), Im(t), andt were transformed into dimensionless
quantitiesQ(t), I y(t), andt [Eq. (20)] to obtain the pre-

8 —mt , . . ' dicted master curvésee Sec. Il E For this purpose one

T T . . . .
' ' needs the interdiffusion constant and the correlation length at
SALS o 80s
A T0s
gl o 60s 104
6 s - v 505 | 7
—_ o O 40s late stage
] 20 X 30s
= P + 20s ’
:t 4 A ZE 3 T
L A — 10
E £ F SRS
S 5
ot .
Ka)
=2 5 e :
- 10 E
F 5
[u]
A 2
0
intermediate stage
10! E——

10! 10 10°
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FIG. 11. Same as in Fig. 10 for the deepest quench;
=2.6 K. The scattering maximum is five times higher, passing the FIG. 13. Same plot as in Fig. 12 showing the intensityvs
accessibl&) window twenty times faster. As for the data in Fig. 10 time for different quench temperatures. The dashed line has the
the statistical error bars are always less than the size of the symbolsame meaning as in Fig. 1B, follows a simple power law.
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FIG. 14. Integral of the second moment of the order parameter FIG. 16. Plot of the exponeni8 and 8/« vs the quench depth
depicted versus time, typical results T;=0.4 K. The insetofa ATg. Summarizing Figs. 12, 13, and 15 the valugBadepends on
plateau marks the beginning of the late stage where the concentra-Tg whereas the ratigg/a does not. Surprisinglyd;= B/a=2.43
tion difference of the domains reaches its value at the binodal. =0.05 deviates fromd=3. Two sample thicknesses were used

=10um (open symbolsand x=100um (full symbolg: The re-

the “final” temperatures of phase decomposition. BothSUItS are not influenced by wall effects.

quantities were found in the following wai) determination

of the “sample” parameter§, , Do, andE, from the mea- the gap between spinodal and binodal is already negative;
sured¢ andD., in the one-phase region with SANS and PCS.i.e., phase separation takes place as if one were in the un-
(i) Extrapolation of¢ and D, into the two-phase region us- stable regime. Under these circumstances, in the following
ing Egs.(10) and (14). Thus the fit parameter to obtain the the quenched steps will be characterized AJg=(Tg
master curves fof,(t) and | (t) is the reduced tempera- — T1) instead ofATs=(Ts—Ty). .
ture €= (T exp— T1)/T¢ With the temperature after the quench In Fig. 18 several master curves are presented, as obtained
T¢ . Figure 17 shows tha®,(t) andl(t) follow quite well for the same system PS/PF.)MS’ bUt. fr'om different experi-
a master curve. The fitteelleads toTg ey, it disagrees with ments together Wlth theoretical pred_lctlons. The models of
the spinodal temperature obtained from extrapolation of@nger-Bar-on-Miller (LBM) [44], Binder-Stauffer (BS)

S 1(0) (see Sec. Il Aand is 0.2 Kabovethe binodal tem- 16], qnd Siggia §) [45] de;crlbe the phase separation only
peratureTy . This implies that the kinetic experiments do not 2Y @ Single process for all times. They reveal a constant slope

describe the results. Obviously, the interdiffusion constant i or a limited pa}rt of our.mast.er curve. Fu_rukavya’s e_quatlon
F) [27] describes a wider time regime including different

coarsening mechanisms; the results show a strong curvature.
The master curve for our experimental data shows the same
] curvature as the theoretical curve by Furukawa. However,
fgﬁ ] our data appear at reduced times smaller by nearly one order
oak| ] of magnitude. Experimental results of Nojireaal. (circles
02K | | [17] and Kuwaharaet al. (triangles [19] are also plotted in
. Fig. 18. Their data, on the other hand, appear at later reduced
times than ours. We emphasize that Nojietal. and Kuwa-
haraet al. made their experiments at temperatures closer to
the glass transition than we did. Furthermore, Kuwahara
et al. used a scaling concept that differs from ours in Eq.
(20). The reason for the observed discrepancy between our
data and the theoretical prediction may result from the ex-
trapolation of the diffusion constafit; into a regime where
the underlying Eq(14) fails because of mode coupling ef-
- fects. These tend to increaBg [25]. Actually, a five times
10° 10! larger D, would shift the experimental data in our master
Q [10-4 A'l] curve to larger reduced times, thus approaching the theoret-
m ical prediction.

10* g

late stage

O B> 0d

10° |

intermediate

L [arb. units]

FIG. 15. Double logarithmic plot of,, vs Q, for various tem-
peratures. Again a dashed line separates the intermediate from the
late stage. Contrary to Figs. 12 and 13 the slopes of the straight Figure 19 shows the scaled structure fadt¢x) (in arbi-
lines fitted to the data in the late stage are now independent of th&ary unit9 versus the scaled scattering vectoit is plotted
guench temperature. in a double logarithmic scale for different times in the late

E. Scaling of the structure factor at constant temperature
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TABLE Ill. Experimental nonequilibrium results of thiePS/PPMS blend determined by SALS.

ATe(K) dum) o B di=pla 4 ATs(K) (& 2 n () 1CA)

0.2 10 0.62 159 2.50 750 0.4 700 4.88 214 6.8
0.3 100 0.72 1.76 2.44 550 0.5 520
0.4 10 0.72 1.76 2.40 350 0.7 330 493 226 7.0
0.6 10 0.83 1.96 2.36 170 1.0 190 4.70 215 6.8
0.9 100 0.78 1.93 2.49 140 1.2 150
11 10 0.83 1.98 2.37 90 14 90 456 2.38 6.8
11 100 0.83 2.00 2.39 100 1.4 90
1.6 10 090 221 2.45 60 1.8 60 411 186 6.5
2.6 10 093 228 2.47 40 2.5 40 3.69 158 7.9

stage alTg=0.4 K. In the rangex<2 whereQ lis of the  S(Qm)*Q,>*®, it follows that (5?) decreases with in-
order of the domain size, the experimental data follow acreasing time a@ﬂ;a(t). This decrease of concentration dif-
master curve. The scaling hypothesis predicted by(BEqgis  ference cannot be attributed to strong thermal concentration
obeyed. However, the scaling leads th=2.43+0.05, fluctuations inside the domains. The PS-rich phase has a
which we found for all quench depths studied. We emphamuch larger viscosity than the PPMS-rich phase. Thus, we
size thatd; agrees well with3/« obtained in the previous tentatively explain the decrease of the concentration differ-
section. In Fig. 20 the region around the scattering maximunence by the buildup of PPMS-rich inclusions in the PS-rich
of F(x) of Fig. 19 is expanded in scale and plotted linearlydomains. We assume that the PS-rich domains grow by co-
versusx [Fig. 20@)]. For comparisonf(x) is tentatively agulation. This leads to an increasing number of larger inclu-
plotted ford=23 [Fig. 20Qb)]. Obviously, the function does sions, which reduce¢s®?) with increasing time. Under
not scale. As already shown in Fig. 16 we emphasize that ththese circumstances the PS-rich phase has a noncompact
unexpected value ofi; has nothing to do with the small structure, e.g., of ramified clustefd], whose lifetime is
sample thickness. larger than the time of investigation; i.e., the domains do not
The validity of the dynamical scaling hypothesis for the compactify during the observed coarsening. Obviously, the
late stage of phase separation demonstrates the evolution ioclusions must have a broad distribution of sizes that must
self-similar structures. For compact structures scaling leadse larger tharg and certainly smaller than @/, .
to the Euclidean dimensiot= 3. So far, no theoretical pre- We draw attention to other work, where a valuedsf 3
diction exists that explains a value smaller than 3. Howeverywas observed. For the late stage of spinodal decomposition
the following considerations lead to a tentative interpretaNojimaet al.[17] gotd;=2.38+0.48 for various off-critical
tion. Combination of Eqs(1) and(15) leads to

S(Qm) = Q¥ 5D3). (26)

10°
For homogeneous or “compact” domains in the late stage ;
one expectsS(Q,,)* Q.3 therefore(5®?) is constant and
equal to A®?=(d’'—d")% Since, from our results,

.l g
410" ) | o 107} 3
410° o
o 10»1 n _ 102 — 10-2 1 ) 1 1 1
| & ] 107 10t 10 10t 10 100 10*
v t
Z _ 3 10! o
o 26K B3 FIG. 18. Master curve 0@, vst obtained from different ex-
5 . . . periments and theories. The curvature of our master c(uise
2107 == I I 10 mond$ is in good agreement with Furukawa’s theoretical predic-
- tion (full line), though lying at smaller reduced times. The results
t from Nojima et al. [17] (circles and Kuwaharaet al. [19] (tri-

angles are shifted in the opposite direction to larger reduced times.
FIG. 17. Master curve for position and intensity of the scatteringThe straight lines of Siggiddash-dotted ling [45], Binder and
maximum as reduced quantiti€s, andl,, double logarithmically ~ Stauffer(dotted ling [16], and Langer, Bar-on, and Millddashed
vs the reduced timée. line) [44] describe part of the master curve.
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FIG. 19. Double logarithmic representation of the scaled struc- I <>AAO 4 <><>
ture factorF (x) vsx=Q/Q,, for different times in the late stage for O(A)O OOng
ATg=0.4 K. Scaling was achieved for<2 but with d;=2.43 7L Sno OAOO _
instead ofd=3. Forx>2 the curves do not scale. So oo, oA S
of oo . &o
mixtures, andd;=2.77+0.3 for a critical mixture of PS/ AOD o ézo
PPMS. In a more recent publication, these authors reported Sr 0% O OA0
d;=2.6=0.4 (off critical) andd=3.0x0.2 (critical) for the 00‘9 DOAOO
same blend but with a slightly different molecular weight | %8 °A§
[18]. On the other hand, Kuwahaea al.[19] foundd=3 for 3 A@ &
the same system at critical concentration, and also a number o 5
of publications dealing with other polymer blends report a . L
dimensiond= 3 for critical and noncritical concentrations as 0.5 1.0 1.5
well.
X

A behavior withd<3 was found in previous experiments
on the aggregation of a dense solution of latex sphigtéls
The agglomeration of the colloidal clusters shows splnoda{he maximum ofF (x) in Fig. 19. For direct comparison scaling

type_ dynamics V.V'th a shifting scatt_erlng peak. Dynamlc_alwith d=3 is plotted in(b). A common scaled structure factor can
scaling was achieved for the later times of the aggregatlorgnIy be achieved witld = 2 43
f_ . .

process usingl;=1.90+0.02. In fact, the structure of these
clusters exhibited a fractal morphology, adg=1.90 was  yayest? for the determined transition time obtained with

also obtained from the slope of the structure factor versug,,se found earlier from the inset of the plateau of the second
Q in a double logarithmic plot. As stated before, our blendy,oment in Fig. 14.

has a large viscosity difference between both components in
the precipitated structure, i.e., the PS- and PPMS-rich phase
have high and low viscosity, respectively. This is analogous
to the latex system, where the colloidal particles are highly
viscous or rigid and are embedded in a low viscous solvent. So far we tested scaling of the domain structure in the
For x>2 of Fig. 19 scaling foiF(x) fails, andF(x) in-  range ofx<2 during its time evolution at a fixed tempera-
creases with time. According to Eq®1) and(23) the range  ture. Now we test the dynamical scaling hypothesis of the
x>2 is related to the “local” structure of the domain bound- Structure factor. In order to compare its evolution for differ-
aries. The increase with time of the scaled structure factognt temperatures it has to be normalized wifid%) accord-
means that the evolution of the interface structure has aig to Eq.(15). To provide a comparison of all experimental
inherent characteristic scale with a time dependence differersicaling functions with the theoretic&®(x) in Eqg. (17) we
from that of 1Q,,. As will be discussed below, a second normalize them to unity at=1. The obtained structure fac-
length has to be introduced for a complete description. Aors are depicted in Fig. 22 for the different quenches. A
second length scale was also found in the mixtures SBR/PBearly common curve is obtained for the four shallowest
and PB/PI[polybutadiene(PB)/polyisoprene(Pl)] as re- quenches. Quite generally, the curves slightly broaden for
ported by Takenakat al. [47,20, respectively. deeper quenches. The full lines represent the least-square fits
Figure 21 shows two scaling functiofgx) for times in  for the theoretical scaling function Eql7). For the four
the intermediate stage with<t,. One clearly sees that the shallowest quenches the mean curve from the theoretical fits
scaling is not fulfilled at all. This is becau$é®?) has not were chosen for better representation. With deeper quench
yet approached its equilibrium value. Table Ill compares thalepthn decreases from 2.1 to 1.6 amdrom 4.9 to 3.7. The

FIG. 20. (a) Linear representation of an expanded region around

%. Scaling of the structure factor for different temperatures
in the range x<2
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FIG. 21. F(x) vsx for ATz=0.4 K. As before a common curve
was obtained for times>t, in the late stage fulfilling the scaling
hypothesis. Structure factors for timeés:t, gave smallerF(x),
indicating that the order parameter is still growing in the range of
the domain structure.

FIG. 23. Scattered intensity for different times/&Tg=0.6 K
represented as Q%) vs Q2. For largeQ values the data follow
straight lines whose slope yields the interface thicknesss pre-

half-width Ax of the peak a,, increases from 0.8 to 1.1. dicted by Eq(21). A time dependence of the slope cannot be seen.
The fit parameters are summarized in Table Ill. Contrary to
our result recent publications reportee 4 [21,26. A value
of »=6 was found for various polymer systems of either In Fig. 19 the influence of “local” properties on the scat-
critical or noncritical mixtures contrary to our results tering function is observed in the range of large momentum
[18,19,42,43,47,48 Only Nojima et al. [17] obtained 4.3 transfers fox=2. In Fig. 23 In(Q? is plotted versu®? for
> 5>3.8 for critical and noncritical mixtures of PS/PPMS, various times aATg=0.6 K to analyze the scattered inten-
in good agreement with us. sity following Eq. (21). At large Q the data can be fitted by
With the exception of Takenaka and Hashimoto’'s workstraight lines, whose slope and ordinate values yield the in-
[20] a broadening of the peak () is reported in various terface thicknesk and the Porod constaRt, respectively. A
publicationg48,49. This is also in contrast to the theoretical time evolution of the interface thickness could not be seen.
work of Furukawa, which predicts a reduction of the peakThus, the mean values were taken from the results for all
width. Quite generally the phase separation at lower temtemperaturegTable I1l) and plotted versus the quench depth
peratures may be influenced by the finite quench rate. It wa8 Tg in Fig. 24. No relevant change ¢f is visible and the
abou 8 s for a step ofATg=1K. Thus, the temperature

G. “Local” properties

steps for the two deepest quenches possibly did not start o[ ' ' T y
from equilibrium. 0o
- u)
12 T T T T T T T T T o o O
: 6r .
t ¥ 26K
. O experiment
ot O theory
B 4T T
=
|
0 1 1
0 1 2 3
ATy [K]

FIG. 24. Interface thickneds vs the quench depthTg. The
X experimentally obtained mean values for different tinleguares
_ show no dependence from the quench temperature. Their mean
FIG. 22. Normalized scaled structure factér&x, T) for differ- value is plotted by the upper full line. This is in clear contradiction
ent quench temperatures xs The full lines are Furukawa'’s theo- to the theoretical values calculated from E85), plotted as the
retical predictions. The four shallow quenches lead to nearly thdower full line. The experimental values are nearly one magnitude
same scaling function which broadens for deeper quenches. larger than the theoretical predictions.
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mean value is plotted as a straight line. The theoreticallyand the correlation length diverge at the spinodal tempera-
predicted interface thickness should follow EZ2) with the  tureTs.
previously obtained value df, (see Sec. A assuming 3D In all experiments, the scattered light intensi@,t,T)
Ising behavior and the experimental valuesXofg. The shows the typical maximum at a scattering veo@y(t).
resulting value is shown as a full line in Fig. 24 for compari- The corresponding intensityl ,(t) increases with time
son. The mean value for all times and temperatures gavehereasQ,, shifts to smaller values. For the transition from
(1,)=7000+ 200 A, nearly 2 orders of magnitude larger thanthe intermediate to the late stage of spinodal decomposition,
the expected valuds=2v2¢, which is of the order of 100 the transition time; was determined by the inset of a plateau
A. This is an indication that the second characteristic lengtin the time-dependent second moment of the interjity.
found forx=2 is not the actual interface thickness. We as- (16)]. During the late stage, bot@n(t) and In(t) follow
sume that this high value follows from a waviness of thePower laws in time with exponents and , respectively.
interface. Its amplitude is expected to be much smaller thafhe exponents depend on the quench depth. The gitio
1/Q,, but larger than the correlation lengéh Such a wavy =d; was independent of the quench depth with=2.43
interface leaves the relatioB=3a unchanged. An appre- +0.05. Surprisingly, this is smaller than the expected value
ciable contribution of the “true” interface thickness to the d=3. The structure factof=(x) scales in the range
domain size would lead to the relatig9>3a, as experi- =Q/Qm<2 for all quench depths. This indicates the self-
mentally confirmed by Bates and Wiltzii26]. These au- Similar evolution of the precipitating structures. However, in
thors introduced a so-called transition stage with a time reEd. (1) it was necessary to ush=2.43+0.05 in agreement
gime having a non-negligible interface thickness. TheWwith the value obtained frong/a quoted before. The struc-
observation3>3a is in clear contradiction to our results; in ture factor could be described by Furukawa’s scaling func-
our case the dynamical scaling remains valid though a sedion, which broadens for deeper quenches. The valué of
ond characteristic length is found. =2.43 is tentatively explained by a growing fraction of “is-
Only few publications explicitly deal with the time evo- lands” of the low viscous PPMS-rich phase embedded in the
lution of the interfacial thickness. Takenaka and Hashimotdlighly viscous PS-rich phase.
[20] observed an interface thickness decreasing with time At larger Q, i.e., for x>2, the scaling hypothesis fails
and approaching a constant value, about four times |arge’ﬂSO in the late stage. A second characteristic length was

than the theoretically expected value of E2Q). required for the description of the evolving structure. It is
independent of time and quench depth, with=7000
V. SUMMARY AND CONCLUSIONS =200 A. This value is much larger than the expected thick-

nessl,=2v2¢£. We believe that this length is related to a
In the binary polymer blend-PS/PPMS of nearly critical waviness of the domain interface.

concentration numerous temperature quenches were carried Furthermore, power laws hold f@,,(t) andl ,(t) using
out into the two-phase regime with a quench depffiz  the appropriate values for the interdiffusion coefficient and
=(Tg—Ty) from 0.2 to 2.6 K in order to study the phase the correlation length in the two-phase region, respectively.
separation with time-resolved SALS. For all our experimentsBoth were obtained from a fit of the reduced temperature
the phase separation occurred in the metastable regime of thgth the equilibrium values oDy, E,, and ¢, determined
phase diagram because we ha@ls<(Tg—Tg). This was by PCS and SANS in the one-phase region. The master curve
confirmed by SANS measurements, which probe the thermgs {he scaled;)m(ﬁ has the same curvature as theoretically
concentration fluctuations in the one-phase region. The 3 yredicted, however, it is shifted towards smaller reduced
Ising model is valid in the region where the quenches endedimes. This discrepancy may result from an incorrect ex-
i.e., thermal concentration fluctuations are strong. This Wagapolation of the interdiffusion constant into a regime with
inferred from the crossover functidieq. (11)], yielding Gi strong mode coupling effects. A five times larger diffusion
=0.48+0.14, which is much larger than for simple fluids. coefficient would give agreement between the experimental
Our experiments observe homogeneous nucleation anghd theoretical data. The quench temperatures obtained from
growth, which are obviously induced by the strong thermakne fit are in good agreement with the experimental values if
concentration fluctuations which initiate the phase separatiogTBE(TB_Tf) was used.
with the formation of numerous clusters, which coarsen af- Erom the PCS experiments at higher temperatures an ex-

terwards. This process has been proposed theoretically Ry; siow relaxation process in the 0.1-s region was observed
Binder[22]. It is noteworthy that the amplitude of the con- ang related to density fluctuations.

centration fluctuations is comparable with the order param-
eter itself, i.e.,6&=A®d, and the spinodal loses its physical
meaning. As a consequence of the strong thermal concentra-
tion fluctuations, the early stage of spinodal decomposition
as described by the Cahn-Hilliard-Cook thed¢t?,13 does The authors acknowledge Professor E. W. FisdM#?I-

not appear at all. Surprisingly, the coarsening process of thBolymer-Research, Mainfor the use of the light scattering
domains in its late stage can still be described by the formalspectrometers, Dr. Th. WagneiMPI-Polymer-Research,
isms of spinodal decomposition if the spinodal temperaturéMainz) for the preparation of the PPMS component, Profes-
Ts is replaced by the binodal temperatufg. Thus, for a  sor K. MortensenRisb National Laboratory, Denmaykor
guantitative description of the domain growth we used &his help during the SANS experiments, and Professor K.
qguench deptig—T; instead ofTs—T;. On the other hand, Binder (University Main2 and Professor P. Frat¢Univer-

the equilibrium quantities, namely, the susceptibil®f0)  sity Vienna for helpful discussions.
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